Parallel tagged amplicon sequencing reveals major lineages and phylogenetic structure in the North American tiger salamander (Ambystoma tigrinum) species complex
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Abstract

Modern analytical methods for population genetics and phylogenetics are expected to provide more accurate results when data from multiple genome-wide loci are analysed. We present the results of an initial application of parallel tagged sequencing (PTS) on a next-generation platform to sequence thousands of barcoded PCR amplicons generated from 95 nuclear loci and 93 individuals sampled across the range of the tiger salamander (Ambystoma tigrinum) species complex. To manage the bioinformatic processing of this large data set (344 330 reads), we developed a pipeline that sorts PTS data by barcode and locus, identifies high-quality variable nucleotides and yields phased haplotype sequences for each individual at each locus. Our sequencing and bioinformatic strategy resulted in a genome-wide data set with relatively low levels of missing data and a wide range of nucleotide variation. STRUCTURE analyses of these data in a genotypic format resulted in strongly supported assignments for the majority of individuals into nine geographically defined genetic clusters. Species tree analyses of the most variable loci using a multi-species coalescent model resulted in strong support for most branches in the species tree; however, analyses including more than 50 loci produced parameter sampling trends that indicated a lack of convergence on the posterior distribution. Overall, these results demonstrate the potential for amplicon-based PTS to rapidly generate large-scale data for population genetic and phylogenetic-based research.
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Introduction

In a relatively short period of time, the population genetic, phylogeographic and phylogenetic communities have begun to embrace newly developed massively parallel sequencing methods (Kircher & Kelso 2010; Glenn 2011; McCormack et al. 2012a)—widely dubbed next-generation sequencing (NGS)—as effective ways to generate the types of data sets that are needed for robustly resolving evolutionary history. This has been motivated in part by a growing understanding that: (i) accurate
estimates of population-level parameters require data from multiple loci (e.g. Carling & Brumfield 2007) and (ii) discordance among gene trees is often expected (Maddison 1997). Recognition of the latter point has resulted in a shift away from traditional approaches that utilize concatenated data sets or focus on consensus among gene trees and towards approaches that seek reconciliation among discordant gene trees within a single species phylogeny (Brito & Edwards 2009; Edwards 2009). In addition, advances in algorithms and software have made both population genetic and phylogenetic analyses more tractable for large multi-locus data sets (Hey & Nielsen 2007; Liu & Pearl 2007; Heled & Drummond 2010; O’Meara 2010; Yang & Rannala 2010), providing further encouragement to the empirical geneticist that robust reconstructions of population and evolutionary history are within their grasp.

To date, the use of NGS methods in population genetics and phylogenetics has largely relied on random ‘shotgun’ sequencing of genomic fragments generated from some form of a reduced representation technique [e.g. CRoPS (van Oorsouw et al. 2007), modified AFLP protocols (Compert et al. 2010) and RAD tag sequencing (Baird et al. 2008)]. While these methods generally result in very large data sets, random sequencing of DNA fragments and mutations in restriction enzyme recognition sites often result in large numbers of missing orthologs among samples, particularly for species with large and complex genomes (e.g. salamanders). In addition, most NGS efforts have thus far focused on generating data in the form of short sequence reads (e.g. 100 bp) and the identification of one or a few single-nucleotide polymorphisms (SNPs) per read. Although these data have proved useful for population genetic analyses (e.g. Hohenlohe et al. 2010; Forister et al. 2011; Zellmer et al. 2012), longer sequences, which allow for easier phasing of multiple linked SNPs, are important for accurately reconstructing gene trees and adequately accounting for gene tree discordance when reconstructing species trees (Huang et al. 2010).

Targeted sequencing of specific loci using NGS platforms may provide a more efficient means of generating data sets that overcome the shortcomings of less targeted approaches. Loci of known genomic location, orthology, size and expected level of variation can be enriched prior to NGS using well-established PCR techniques or newly developed hybridization techniques (e.g. Briggs et al. 2009; Gnirke et al. 2009; Maricic et al. 2010) and then pooled for high-throughput sequencing. These targeted approaches increase the sequence coverage for any individual locus and reduce the probability of missing data, which may have negative impacts on data analyses (Lemmon et al. 2009). The potential for a targeted NGS approach to be applied to population genetic and phylogenetic studies has been further advanced by the development of barcoding (i.e. indexing) strategies that permit pooling and subsequent parallel tagged sequencing (PTS) of multiple individual samples within a single NGS run (Binladen et al. 2007; Meyer et al. 2007; Bybee et al. 2011a). However, targeted PTS methods have primarily been applied to the recovery of organellar genome data (Parks et al. 2009; Morin et al. 2010; Lerner et al. 2011) or one to a few nuclear loci (Babik et al. 2009; Bybee et al. 2011b; Griffin et al. 2011; Puritz et al. 2012), and no study has fully explored the potential for a PTS strategy to be applied to a large number of nuclear loci sequenced from a large number of individuals.

In this study, we present results from the first large-scale population genetic and phylogenetic studies using a targeted PTS strategy. This work represents the exploratory phase of a larger project aimed at using a large set of nuclear DNA sequence markers to delimit population-level lineages and resolve phylogenetic history among salamanders of the Ambystoma tigrinum complex. The A. tigrinum complex (Shaffer & McKnight 1996) is one of the most widely distributed amphibian species complexes in North America (Fig. 1), and this complex is exceptional among amphibians in its diversity of adaptive life-history phenotypes, from populations expressing a permanently paedomorphic and aquatic phenotype to populations that obligately express a metamorphic terrestrial adult phenotype (Shaffer 1984; Collins et al. 1980; Shaffer & Voss 1996). Considerable attention has been paid to this species complex in studies of development (the complex contains the well-known axolotl, Ambystoma mexicanum), evolution and ecology; yet, phylogenetic relationships between species have remained a challenge to resolve (Shaffer 1984; Shaffer & McKnight 1996; Weisrock et al. 2006), limiting a comparative framework for such studies. This result may reflect a recent history of rapid bursts of speciation within the complex (Shaffer & McKnight 1996; Shaffer & Thomson 2007), which is expected to generate substantial gene tree discordance and may require phylogenetic information from many independent gene trees to reconstruct an accurate species tree (Edwards et al. 2007).

Of perhaps greater importance for research in these areas is the fact that species-level boundaries within the complex have been poorly explored using genetic data, with a taxonomy that primarily reflects early twentieth-century descriptive field and museum studies of morphological character variation (Frost 2008). Population-level genetic analyses are expected to be crucial for establishing the geographic boundaries of species-level genetic lineages within this complex.
We begin to address the issues of species delimitation and phylogeny reconstruction by using a PTS strategy to generate sequence data for 95 unlinked nuclear DNA sequence markers sampled from 93 individuals distributed across the geographic range and described taxa of the *A. tigrinum* complex. We highlight three different components of our study that we believe will be most relevant to researchers interested in using targeted PTS in genetic studies at the population–species interface. First, we describe our use of a barcoding approach developed by Meyer et al. (2007, 2008) for labelling the many thousands of unique PCR amplicons generated through our study design. Second, we present the bioinformatic developments that arose from a need to process our PTS data in an automated fashion. Finally, to demonstrate the utility of our PTS data, we present the results of population genetic and phylogenetic analyses of the assembled nuclear data sets for the *A. tigrinum* complex.

**Methods**

**Geographic sampling**

To explore geographic patterns of genetic variation within the *Ambystoma tigrinum* complex, we assembled tissue samples from 93 individuals collected from 58 localities (Fig. 1; Table S1, Supporting information). Our sampling included 12 of the 18 currently recognized taxa, including the federally endangered California tiger salamander, *A. californiense*, the sister group to the remainder of the complex (Shaffer & McKnight 1996). For this study, we aimed to include 2–3 individuals per locality; however, some localities had as many as five, while others had only one. We are currently collecting data from additional samples and populations to further address fine-scaled structure within this species complex.
Locus development

We began this study with the goal of sequencing 95 nuclear loci from all sampled individuals. To develop this set of markers, we used PCR to screen a larger set of 228 loci available from an expressed sequence tag (EST) data set developed for the eastern tiger salamander (A. tigrinum) and the Mexican axolotl (A. mexicanum) (Putta et al. 2004; Smith et al. 2005a,b; http://www.ambystoma.org). To maximize coverage of the genome and independence of loci, we chose loci that ranged from approximately 200–650 bp in length, were widely distributed across all 14 linkage groups and were on average about 50 cm from other included loci on the Ambystoma linkage map (Smith et al. 2005a; http://www.ambystoma.org). This pool of potential loci included 26 of the loci used to study hybridization between native and introduced tiger salamanders in California (Fitzpatrick et al. 2009, 2010).

Using PCR, we screened each locus against a test panel of 16 representative individuals from across the range of the A. tigrinum complex (see below for DNA extraction and PCR conditions). These 16 individuals represent major geographic lineages identified in previous mtDNA-based studies (Shaffer & McKnight 1996; Weisrock et al. 2006) and serve as our best initial hypotheses for genetically diverged lineages. Positive amplification across all lineages in this test panel was expected to identify nuclear markers, and their corresponding primers, that could be used successfully in all populations of the A. tigrinum complex. In addition, to facilitate amplification of all loci for a single individual in a single 96-well plate, we screened for loci that produced strong amplification across test individuals at a single annealing temperature of 55 °C.

Of the 228 screened loci, 125 amplified successfully in most of the 16 representative individuals. From this group, we chose a subset of 95 loci with the highest rates of amplification and the most even spacing across linkage groups with an average distance of approximately 50 cm, to be used in a larger round of data collection (Table S2, Supporting information). To confirm that these loci contain genetic variation across populations of the A. tigrinum complex, we randomly chose a subset of 24 loci and sequenced all 16 representative individuals using standard Sanger sequencing (Big Dye Terminator v3.1 Cycling Sequencing Kit). All 24 loci contained at least a single variable site. To generate our full data set, we PCR amplified all 95 nuclear loci from all 93 individuals (a total of 8835 individual PCRs).

We also note that many of the original EST sequences used to develop markers were located in untranslated gene regions (Putta et al. 2004). Our use of BLAST against the A. mexicanum deep-sequence transcriptome assembly (version 4.0; www.ambystoma.org) produced many significant hits to updated contig assemblies, but only rarely identified annotated coding regions. A similar application of BLAST to the NCBI nucleotide collection did not yield significant hits to known and annotated loci. As a result, for this study, we do not discriminate between patterns of sequence variation in coding vs. noncoding regions of our data.

DNA extraction and PCR amplification

We extracted genomic DNA from tissues using either a phenol–chloroform method or a DNeasy Blood & Tissue Kit (Qiagen, Inc.). We found that DNA quality was an important factor in producing successful PCR products across all targeted loci. Consequently, we ran 4.0 μL of each DNA extraction on a 1.0% agarose gel to confirm the presence of a high molecular weight band and minimal signs of degradation. When individual samples did not exhibit these properties, we excluded them from further use and extracted samples from new individuals from the same or a nearby locality. We determined the concentration and purity of high-quality DNA extractions using a NanoDrop 2000 spectrophotometer (Thermo Scientific). To improve consistency across PCRs, we diluted DNA for each individual to equal concentrations (50 ng/μL) prior to PCR. To minimize the potential for cross-contamination and facilitate pooling across loci in later steps, we performed PCRs in 96-well plates with one individual per plate and 96 PCRs (95 nuclear loci and a single negative control using dH2O as the template and primers for the NAD2 mtDNA gene). We performed PCR in 20-μL total volumes: 2.0 μL of 10× NEB Standard Taq Buffer, 0.7 μL of 10 μM each primer, 0.4 μL of 10 mM dNTPs, 0.1 μL of 5 U/μL NEB Taq Polymerase, 14.1 μL of dH2O and 2.0 μL of 50 ng/μL whole genomic DNA. The thermocycler program included an initial 3-min denaturation step at 95 °C, 40 cycles of denaturation at 95 °C for 45 s, annealing at 55 °C for 45 s and elongation at 72 °C for 30 s, followed by a final extension step at 72 °C for 5 min. To confirm amplification, we visualized all PCR products on 1.3% agarose gels. For failed reactions, or those yielding relatively little product, we performed a second reaction under identical conditions.

Pooling, barcoding and 454 sequencing

To prepare PCR products for individual-specific barcoding reactions, we combined equal volumes (2.0 μL) of each of the 95 PCRs for each individual into two amplification pools, one for smaller amplicons (177–299 bp: 49 loci) and one for larger amplicons (300–657 bp: 46 loci). This pooling strategy was based on recommendations...
from Roche representatives, who suggested that this might help to reduce biases that can occur during emulsion PCR (emPCR), which is more efficient for smaller fragments. To pool at this step, we used a liquid-handling robot (TECAN Genesis 200 Robotic Workstation), which we expected to provide consistency in pipetting across thousands of samples and minimize the potential for error. This pooling step resulted in two amplicon pools for each of the 93 individuals.

For each individual, we tagged both pools of amplicons for multiplexing on Roche’s 454 sequencing platform using an individual-specific 8-nucleotide barcode following the techniques described in Meyer et al. (2007, 2008). All barcodes used in this study were at least two substitutions apart from each other, minimizing the potential for false assignment due to sequencing error. Barcodes were made up of self-hybridizing oligonucleotides that contain the barcode sequence on each end and an SrfI restriction cut site in the middle. This is a rare cutting site that occurs approximately every 150 kb in the human genome (Simcox et al. 1991).

We began the barcoding protocol with a blunt-end repair reaction on the pooled PCR products for each individual. We then ligated barcoded adaptors to both ends of each PCR product in a pool using a unique adaptor for each individual-specific pool. After ligation, we filled in single-stranded nicks using a strand-displacing polymerase. To assess the efficiency of barcode tagging, we used one PCR product from a single locus (approximately 350 bp) in this adapter ligation process and verified successful ligation by comparing the lengths of the untagged and tagged amplicons on a 2% agarose gel. Between each enzymatic step, we used Ampure SPRI beads (Agencourt) to clean sample pools following the protocols described in Meyer et al. (2008).

We quantified each of the barcoded amplicon pools (93 x 2) using QuantIt Pico Green (Invitrogen). We then made two final pools of barcoded amplicons (representing small and large amplicon sizes) by pooling barcoded products across all 93 individuals in approximately equimolar concentrations. We dephosphorylated the two final amplicon pools and cut off half of each barcode adaptor using the SrfI restriction enzyme, which leaves 5’ phosphates for the ligation of universal 454 adapters during sequencing library preparation. We performed the dephosphorylation step to exclude amplicons without adaptors from 454 sequencing. After dephosphorylation reactions and restriction enzyme digests, we cleaned individual pools using the MinElute PCR purification kit (Qiaegen) following the protocols described in Meyer et al. (2008).

We chose Roche’s 454 sequencing platform over alternative platforms (e.g. Illumina) because 454 sequencing has the potential to generate longer reads (~500 bp at the time), which would allow us to more easily phase all the variable positions in an amplicon. To perform 454 sequencing, we constructed low molecular weight GS FLX Titanium General Libraries—typically used for shotgun sequencing—for each of the two amplicon pools following the manufacturer’s instructions (Roche). We performed an initial round of small-volume emPCRs to assess the best DNA-copy-per-amplification-bead (cpb) conditions for clonal amplification and subsequent pyrosequencing. For the small-locus library, we performed a 0.5-cpb and 1.0-cpb emPCR, resulting in a 5.5% and 7.8% enrichment of successfully amplified beads, respectively. For the large-locus library, we also performed 0.5 cpb and 1.0 cpb emPCRs, resulting in a 3.3% and 5.8% enrichment of successfully amplified beads, respectively. We pooled the two emPCRs for the small-locus library. We also pooled the two emPCRs for the large-locus library, and each pool was sequenced separately on ⅛ of a 454 FLX PicoTiterPlate™ using titanium sequencing reagents. In general, optimal 454 sequencing results are obtained with bead enrichments of 5-20% (GS FLX Titanium Series emPCR Method Manual — Lib-L SV). Our initial enrichment percentages were on the low end of this range; therefore, we performed a second round of small-volume emPCR on the small-locus and large-locus libraries using ratios of 2 cpb (resulting in 6.1% enrichment) and 3 cpb (resulting in 7.2% enrichment), respectively. Each emPCR was sequenced separately on one-eighth of a 454 FLX PicoTiterPlate™ using titanium sequencing reagents. Finally, we performed a round of medium-volume emPCR on each sample pool using a ratio of 5 cpb for the small-locus library and 10 cpb for the large-locus library. Both emPCRs in this round resulted in successfully amplified bead enrichments of 25%. These two emPCRs were each sequenced separately on ⅛ of 454 FLX PicoTiterPlate™ using Titanium series sequencing reagents. In total, our 454 sequencing runs added up to three-fourth of a PicoTiterPlate™.

Bioinformatics of initial sequence data

We developed a bioinformatic pipeline that uses custom Perl and Python scripts, in conjunction with existing software, to sort PTS data, detect SNPs and phase haplotypes. Sequence reads (in FASTA format) were input into this pipeline and initially sorted by barcode using exact string matching. Reads without barcodes or with errors in the barcode regions were removed from further analyses. Sequence reads for each individual were then sorted into the 95 loci using BLAST and a database of reference sequences for each locus. We initially used sequences that were available from the Ambystoma EST
database (www.ambystoma.org) as our reference sequences; however, because these reference sequences were based on transcriptome sequence data, matches were not ideal for several loci. Therefore, we subsequently generated our final reference sequences from 454 reads (excluding barcode and primer regions) that best matched each EST. Barcode and primer sequences were trimmed from the individual reads by removing all sequence data that extended beyond the reference sequences. This obviated the need to create separate files with primer sequences and efficiently removed primer sequences even if errors existed. For each locus, sequence reads were aligned for each individual separately (hereafter referred to as the primary alignment) using MAFFT under the default parameters (L-INS-i algorithm with default settings). By default, MAFFT orders alignments based on their similarity to the consensus sequence, which facilitates the evaluation of data quality, sequence variation and possible errors in sequences or in alignments.

An essential step in processing DNA sequence data is error detection and removal. Per base error rates for 454 pyrosequencing are somewhat higher than those of Sanger sequencing (Huse et al. 2007). With a large number of reads generated for each sample, the absolute number of errors across an entire data set of hundreds of thousands of reads becomes quite large. About 96% of 454 pyrosequencing errors are the result of insertion and deletion events, especially in homopolymer regions, and substitution errors are relatively rare (Quinlan et al. 2008). Both of these error types should generally have lower quality scores than true base calls; however, even true base calls, especially in and near homopolymer regions, are frequently assigned low quality scores (Quinlan et al. 2008). Alternatively, errors that occur during PCR (e.g. single-base substitutions and chimeras) are not expected to influence quality scores that are calculated during pyrosequencing. Both pyrosequencing and PCR errors are expected to be less common in a data set than the true base calls (Quince et al. 2011), and as a result, multiple methods have been developed to statistically identify and remove errors, improve base calling and estimate true genotypes for high-coverage genomic data sets (Quinan et al. 2008; Lynch 2009; Hohenlohe et al. 2010; Quince et al. 2011).

We explored two methods to identify and remove errors: (i) excluding low-quality nucleotides and (ii) using a likelihood ratio test (see Haplotype phasing of NGS data below) to statistically identify erroneous nucleotides. When excluding low-quality (<Q20) nucleotides, we found that inferred genotypes from different individuals were often difficult to align because of large amounts of missing data. Alternatively, including all statistically identified nucleotides resulted in the inference of haplotypes that were largely consistent in their variable sites, easily aligned across multiple individuals and generally free of rare nucleotides that were most likely the result of error. Therefore, we chose to include all nucleotide positions regardless of quality score and rely on statistical methods to resolve errors found within our reads.

**Haplotype phasing of NGS data**

An individual sequence read generated using NGS technologies is produced from a single strand of DNA and thus provides sequence data from a single haplotype. While a number of bioinformatic methods have been developed for genotyping a single variable nucleotide from an assembly of NGS reads (Emerson et al. 2010; Hohenlohe et al. 2010; Hird et al. 2011), no methods are currently available for the direct extraction of phased sequence information from assembled primary alignments with multiple variable nucleotides. To meet this need, we developed a bioinformatic pipeline that uses as input an individual and locus-specific primary alignments. We provide a general description of this process here.

For each site in an alignment, we counted each base or gap (A, G, C, T, -) and conducted a likelihood ratio test (LRT) as described in Hohenlohe et al. (2010). If the site was identified as homozygous, the same base was appended to both developing haplotype sequences. If the site was identified as heterozygous, we first determined whether a previous site within the read had been identified as heterozygous. If not, then one of the two bases was appended to each developing haplotype. However, if previous sites were heterozygous, we constructed lists of all sequences in the alignment containing each base for both the current SNP of interest (two lists) and the previous SNP (two additional lists). Bases for the current SNP of interest were then appended to the developing haplotypes according to the intersection of the lists of sequences for each base of each SNP. If there was only one possible way to pair the SNPs (i.e. if list one overlapped with list three, but not list four, and list two overlapped with list four, but not list three or vice versa), the bases were appended to each haplotype appropriately. However, if more than one possible pairing of SNPs could be made (e.g. if chimaeras were formed during PCR), then the frequencies of each SNP combination were used to determine the correct phase. Specifically, if the most common SNP combination occurred at least three times more frequently than the next most common SNP combination, then the more common one was considered correct. This frequency cut-off is based on the fact that any chimaera would
have experienced at least one less PCR cycle than either parent sequence; therefore, both parent sequences should have frequencies at least equal to the chimera. If the base at any position could not be determined, either because of low sequence coverage or because of an unresolvable mismatch between the intersections of lists, then the position was coded as ‘N’ in both haplotypes. This process, which was carried out for all positions in each primary alignment, served to both remove substitution and indel errors and infer phased haplotypes (Fig. S2, Supporting information). We recorded the number of cases where there was more than one way to pair the bases in the previous and current SNP, and the frequency cut-off was used to assign the appropriate pairing (Figs S3 and S4, Supporting information).

After the haplotypes were inferred for all individuals at a given locus, they were aligned in a single data matrix (hereafter referred to as the secondary alignment) using MAFFT under the default parameters. Secondary alignments were inspected manually. In addition to the correction of minor alignment errors at this stage, manual inspection was also useful for identifying aberrations in the haplotype reconstruction process for some individuals, usually resulting from suboptimal primary alignments. Common errors identified in primary alignments (e.g. misalignments) were manually corrected in secondary alignments. After manual inspection of secondary alignments and the correction of errors, final alignments including two inferred haplotypes for each individual for each locus were output as full DNA sequences in NEXUS file format.

The bioinformatic steps described previously, including processing of the data and phasing of haplotypes, are implemented in a scripted pipeline, ‘NextAllele’. For an overview of the pipeline, see Fig. 2. For an overview of the haplotype inference steps, see Fig. S2 (Supporting information). All scripts for NextAllele are available for download: DRYAD entry doi: 10.5061/dryad.03s86. We have also recently developed a java version of NextAllele: http://wars.ca.uky.edu/NextAllele/.

Generating genotype data sets

Conversion of DNA sequence data to allelic data for population genetic analyses can be managed in several ways. One approach is to treat each full haplotype sequence as a single allele, where the multiple linked and variable sites in a locus are reduced to a single column in the genotype matrix (e.g. Weisrock et al. 2010). This method can be effective when all nucleotide sites are unambiguous and phased. However, even a small amount of missing data or ambiguous character states in an individual’s sequences will make it impossible to assign them to a single genotype and will result in missing alleles. Characterizing an entire sequence as missing data when only a small number of sites are missing or ambiguous seems overly conservative.

A second approach is to sample a single SNP from each independent locus. If some positions are better represented in the data set than others, then these could be chosen. However, if many SNPs are well represented in the data matrix, the choice of SNPs could influence the results of some population genetic and phylogenetic analyses (Brumfield et al. 2003).

A third approach is to treat all SNPs as independent loci regardless of their physical linkage within each locus (e.g. Falush et al. 2003b; Conrad et al. 2006). The main disadvantage of nonindependence among SNPs within a nonrecombining locus is that population genetic analyses may overestimate the certainty of particular parameter estimates. For example, Bayesian assignment analyses in the program STRUCTURE may be misled when the majority of scored genotypes are in strong linkage disequilibrium, as would be the case if a single gene, or just a few genes, were sequenced. However, STRUCTURE is expected to perform well when there is sufficient independence across regions such that linkage disequilibrium within regions does not dominate the data (see pages 17–18 of the STRUCTURE manual). This genotyping approach has been used in population structure studies of bacteria (Falush et al. 2003b) and humans (Conrad et al. 2006). A benefit of treating each SNP as a separate genotype is that it allows for the retention of data from many sequences even when ambiguities or missing data exist. Furthermore, this approach does not require phasing of SNPs, which may be difficult with longer loci or with NGS platforms that generate shorter reads.

We chose to adopt the third genotyping option and scored each variable position across all loci as a genotyped SNP. While many loci contain multiple variable sites, most of which are expected to be in strong linkage disequilibrium, our use of such a large number of loci suggests that population genetic signal from multiple loci separated by large map distances and substantial recombination should outweigh the background linkage disequilibrium within loci (as suggested in the STRUCTURE manual). Within NextAllele, secondary alignments were used to assign SNP genotypes to individuals across all variable sites and produce a genotype matrix for use in subsequent population genetic analysis. Indels and ‘N’s were ignored for the purpose of SNP identification.

Population structure analyses

To assess population structure across the range of the A. tigrinum complex and begin to better understand the
geographic distribution of genetically distinct groups of populations, we analysed our genotypic data using the program STRUCTURE version 2.3 (Pritchard et al. 2000). We first analysed our full genotype matrix including all sampled individuals. We ran a series of STRUCTURE analyses under models assuming 1–15 genotypic clusters (K). In each iteration, individuals were assigned probabilistically to a genetic cluster based on their multi-locus genotype. No prior information about an individual’s sampling locality was used in the analyses. Ten replicate analyses were performed for each K, each using 100,000 MCMC generations for the burn-in period and an additional 1,000,000 generations to estimate the posterior distribution. Our analyses used an admixture model that incorporated the possibility for some individuals to have mixed cluster ancestry and an ‘F model’ to account for correlated allele frequencies among populations that result from migration or shared ancestry (Falush et al. 2003a). A default setting was used for the F_k prior, which has a density proportional to a gamma distribution, and a uniform prior was used for the a parameter. Convergence was assessed by monitoring plots of the log probability of the data [lnPr(X|K)] and a across the course of individual runs for stable patterns and by comparing mean values of lnPr(X|K) and a across replicate runs of the same K value. Generally,
similar mean estimates of these parameters were interpreted as a sign of convergence on the posterior distribution.

We parsed the STRUCTURE results using the Structure-Harvester Python script version 0.6.8 (Earl & vonHoldt 2012) to calculate the mean lnPr(X’|K) across replicates for each K and to calculate ΔK (Evanno et al. 2005), which is based on the rate of change in the lnPr(X’|K) between successive K values. ΔK tends to favour smaller values of K that represent more highly differentiated sets of populations in systems that deviate from an island model (Evanno et al. 2005).

After a first round of STRUCTURE analyses on the full genotypic data set, we created three separate data partitions to explore the potential for our data to reveal finer levels of population structure. These partitions included the following: (i) all individuals sampled from U.S. populations, which were identified as three distinct clusters in the full data analysis; (ii) all individuals sampled from Mexican populations, which were identified as four distinct clusters in the full data analysis; and (iii) all sampled individuals of A. ordinarius, which were placed in a single cluster in the full data analysis and were previously diagnosed as a phylogenetic species using multi-locus nuclear sequence data (Weisrock et al. 2006). These three data sets were each analysed with STRUCTURE as described previously, using a range of K values from 1 to 10 for the first two data sets and a K range of 1–7 for the third data set.

Species tree reconstruction

We performed phylogeny reconstruction in a multispecies coalescent framework using the program *BEAST* v.1.6.1 (Drummond & Rambaut 2007; Heled & Drummond 2010). We used genetic clusters identified in our STRUCTURE analyses to place individuals into nine OTUs that were used as the tips in the species tree analyses. The putative species included four clusters identified across U.S. populations and five clusters identified across the Mexican populations. We treated A. ordinarius as a single genetic cluster. Individuals with posterior probability (PP) assignment values >0.05 for two or more groups were considered to be admixed and were excluded from analysis.

To infer species trees, we used *BEAST* analyses on 94 of our recovered nuclear loci (see Results for explanation). In addition, we ranked our loci in the order of decreasing phylogenetic information [as determined by parsimony-informative sites (Table S2, Supporting information)] and performed analyses on sets of the first 10, 20, 30, 40, 50, 60, 70, 80 and 90 loci. Phased haplotypes were critical for all species tree analyses, which benefit from longer reads with multiple variable positions and because we treated each phased haplotype sampled from each individual as a separate sample in the analyses. To determine the most appropriate substitution model for each locus, we used jModelTest 0.1.1 (Guindon & Gascuel 2003; Posada 2008) and the Akaike Information Criterion. In all analyses, we used a relaxed uncorrelated lognormal clock for gene tree estimation at each locus and a Yule prior for the species tree. We performed five replicate analyses for each set of genes and ran each MCMC analysis for one billion generations. In the analysis of the 94-locus data set, we sampled every 100 000 generations. In the analysis of the reduced-locus data sets, we sampled every 50 000 generations. We assessed convergence by comparing -lnL and ESS values of the sampled distributions across replicates using the program TRACER v1.5 (Rambaut & Drummond 2007) and by comparing the maximum clade credibility (MCC) tree generated from each individual replicate to identify concordance in tree topologies and PPs. After discarding the burn-in for each replicate (identified in Fig. S1, Supporting information), we combined their sampled distributions using LogCombiner and reconstructed a MCC tree.

Results

454 targeted resequencing

Our combined 454 runs (% of a PicoTiterPlate™) resulted in 344 330 sequence reads. The number of sequence reads for each of the ¼ plate runs ranged from 29 225 to 81 407. The average sequence read length was 273 bp, and the average quality score was 33.6 (Table 1).

Bioinformatics of the sequence data

Using our bioinformatic pipeline, 317 624 sequence reads (92.2%) were sorted by barcode. 26 704 sequence reads (7.8%) did not match one of the 93 barcode sequences used, either because there was no barcode attached to the target sequence or because of sequence error in the barcode. Only two sequence reads matched multiple barcodes, and these were not included in further analyses. Sequence reads were generated for all 93 barcoded individuals with a mean number of reads per individual of 2992.60 ± 129.84 (SE) (Fig. 3a). The mean percentage of the total number of reads represented by an individual was 1.075%.

Of the 317 624 sequences that were sorted by barcode, 278 312 (87.6%) sorted by locus to one of our reference sequences. No reads sorted to multiple reference sequences. The 39 312 sequences that did not sort
to a reference sequence were either too short or too poor of a match to be sorted to any particular reference sequence. These sequence reads were not included in further analyses. The mean number of reads per locus was 2006.06 ± 205.82 (SE) (Fig. 3b). All 93 individuals and all 95 loci were represented in the output after sorting by locus; however, not all individuals were represented at every locus. The mean coverage across all 93 individuals for all 95 loci was 31.5 ± 2.3 (SE). The number of reads for each locus generally decreased with the length of the locus ($y = -11.675x + 6094.6; R^2 = 0.36$), which is expected given the mechanics of emPCR.

### Table 1 Emulsion PCR and 454 pyrosequencing results

<table>
<thead>
<tr>
<th>emPCR round</th>
<th>Sample pool</th>
<th>cpb ratio (% enrichment)</th>
<th>454 pyrosequencing</th>
<th>No. of reads</th>
<th>Read length mean ± 1 SD (range)</th>
<th>Mean quality score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.5 (5.5)</td>
<td>Combined for</td>
<td>65 388</td>
<td>250 ± 61.6 (40–753)</td>
<td>33.1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.0 (7.8)</td>
<td>1/8 run (#1)</td>
<td>29 225</td>
<td>294 ± 103.9 (40–790)</td>
<td>34.6</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.5 (3.3)</td>
<td>Combined for</td>
<td>81 407</td>
<td>246 ± 60.6 (40–744)</td>
<td>32.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.0 (6.1)</td>
<td>1/8 run (#3)</td>
<td>60 428</td>
<td>275 ± 93.5 (40–528)</td>
<td>33.1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>5.0 (25)</td>
<td>1/8 run (#3)</td>
<td>51 507</td>
<td>267 ± 64.6 (41–844)</td>
<td>34.3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10.0 (25)</td>
<td>1/8 run (#4)</td>
<td>56 735</td>
<td>328 ± 101.4 (41–891)</td>
<td>34.8</td>
</tr>
</tbody>
</table>

---
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We were able to reconstruct phased haplotypes for 94.5% (7850 of 8301) of the individual-specific primary alignments that were sorted by barcode and locus. Of these primary alignments, 45.8% included at least one heterozygous position. Of these heterozygotes, 48.5% had at least one case where linking the bases correctly in the haplotypes required using the 3x frequency rule (Figs S3 and S4, Supporting information). Specifically, the 3x frequency rule was required to resolve 4437 of a total of 13 806 heterozygous positions. After haplotypes were inferred, individuals were on average homozygous for 45.66% of their loci and heterozygous for 43.19% of their loci (Fig. 3c). Individuals had missing data for an average of 11.15% of their loci (Fig. 3c).

Across all individuals, the average number of loci for which haplotypes could be inferred was 84.4 ± 0.94 (SE) (Table S1, Supporting information). From another perspective, on average a locus was missing data from 13% of the individuals (Table S2, Supporting information).

Of the 95 secondary alignments, 94 provided complete or nearly complete coverage for most of the inferred haplotypes. However, the largest locus (E21A3; reference sequence length 657 bp) was missing data for many individuals, contained multiple large regions of ambiguous nucleotides, many short reads and low overall coverage in the primary alignments. This locus was very difficult to align unambiguously; therefore, we excluded it from further analyses.

Properties of the data

Of the remaining 94 loci, the average alignment length was 271 bp (range: 123–477). The average number of variable sites per locus was 26.1 (range: 6–65). The average number of parsimony-informative sites was 18.5 (range: 5–56). The average of the mean pairwise differences between all haplotypes within a locus was 1.86 (range: 0.08–4.32). The average nucleotide diversity was 0.00723 (range: 0.00063–0.02403). The average number of inferred haplotypes per locus was 165.36 (range: 56–188). In general, the number of variable positions increased with the length of the alignment ($R^2 = 0.47$).

We identified 2627 SNPs in the full data set of 94 loci.

Genetic structure analyses

Replicate STRUCTURE analyses of our full genotypic data set produced a ΔK that favoured a $K = 7$ (Table S3, Supporting information). Plots of assignment values revealed that most individuals had a very high PP (>$0.95$) for assignment to one of these seven clusters (Fig. 4a); however, a small number of individuals exhibited signs of admixture between two or more genetic clusters. Genetic clusters were geographically and taxonomically specific, a pattern also found at lower levels of genetic structure. For example, at a $K = 2$ level of structure, most individuals sampled from Mexican populations were placed in a cluster separate individuals sampled from U.S. population were placed in a cluster separate individuals sampled from U.S. population with PPs of ~1.0 (results not shown).

STRUCTURE analysis of more exclusive sets of individuals indicated that our data were effective in resolving further levels of genetic structure. Separate analyses of individuals sampled from U.S. population produced a ΔK that favoured a $K = 4$ (Table S3, Supporting information) and revealed that our ‘western’ Ambystoma tigrinum samples were divided into two additional genetic clusters (Fig. 4b) that were not resolved in analyses of our larger data set. Similarly, separate analyses of individuals sampled from Mexican population produced a ΔK that favoured a $K = 6$ (Table S3, Supporting information). This level of $K$ may be an overestimate of genetic structure for this group as one of the clusters was only represented at a low assignment frequency in some individuals (results not shown, see Dryad accession for full STRUCTURE results). However, an evaluation of a $K = 5$ for Mexican samples revealed strong cluster assignments for most individuals and revealed that populations of A. andersoni, A. dumerili, A. mexicanum and two unidentified individuals formed a separate cluster that was highly distinct from a cluster of A. mexicanum and A. velasci individuals (Fig. 4c). Finally, analysis of A. ordinarium individuals produced a ΔK that favoured a $K = 2$ (Table S3, Supporting information), and all individuals were grouped geographically into western and eastern clusters (Fig. 4d).

Phylogeny reconstruction

*BEAST* analysis of smaller subsets of our loci that contained the most phylogenetic information (as measured by parsimony-informative sites) produced results that were most consistent with convergence on the posterior sampling distribution, as measured by similar lnL, and parameter estimates across replicate analyses (Figs 5 and S1, Supporting information) and similar MCC trees constructed from the sampling distribution of each replicate (Fig. S1, Supporting information). Replicate analyses using the 10 and 20 most informative loci converged on similar posterior distributions with the 20-locus analyses producing the overall strongest set of relationships, with multiple well-supported clades with PPs = 1.0 (Figs 5a and S1, Supporting information): (i) a clade of all tiger salamanders, excluding A. californiens; (ii) a clade containing the eastern A. tigrinum lineage and the two western A. tigrinum lineages; (iii) a clade of the two western A. tigrinum lineages; (iv) a clade of Mexican lineages; and (v) a clade of Mexican lineages.
excluding *A. ordinarium*. Analyses of the 30- and 40-locus data sets also produced lnL patterns suggestive of convergence (Figs 5b and S1, Supporting information); however, topologies from replicate analyses indicated strong support for discordant relationships between some Mexican lineages. In general, replicate analyses that included 50 or more loci failed to exhibit patterns that would indicate convergence on a similar sampling distribution and showed decreased resolution and support among lineages (Figs 5c, d and S1, Supporting information). We note two important aspects of the analyses of these larger data sets. First, the increased numbers of loci (with decreased levels of variation and informativeness) greatly decreased the rate at which analyses proceeded. While most of our analyses finished, or nearly finished, the full one billion generation analysis by the time of final production of this study, the larger analyses (i.e. >50 loci) took over 3 months to complete. Second, without convergence among replicates for the larger analyses, no appropriate burn-in could be identified for the generation of a combined MCC tree. These are presented in Figs 5c, d and S1 (Supporting information) using an arbitrarily defined burn-in.

**Discussion**

In this study, we used a PTS approach to collect DNA sequence data from 93 tiger salamander individuals by using PCR to target 95 loci broadly spaced throughout the genome. We also developed a bioinformatic pipeline, NextAllele, that sorts these reads by locus and individual and
Fig. 5 Results from *BEAST* species tree reconstruction analyses. (a) The maximum clade credibility (MCC) tree created from combined posterior distributions of all five replicate analyses using the 20 most informative loci (as measured by parsimony-informative sites), and the plot of log-likelihood (lnL) values from the five replicate analyses. (b) The MCC tree created from combined posterior distributions of all five replicate analyses using the 30 most informative loci, and the plot of lnL values from the five replicate analyses. (c) The MCC tree created from combined posterior distributions of all five replicate analyses using the 50 most informative loci, and the plot of lnL values from the five replicate analyses. (d) The MCC tree created from combined posterior distributions of all five replicate analyses using all 94 loci, and the plot of lnL values from the five replicate analyses. Numbers above branches in all MCC trees represent posterior probabilities. In all lnL plots, the dashed line indicates the burn-in used to generate MCC trees from the combined posterior distributions.
infers phased haplotypes from primary alignments with multiple variable positions. Our method was successful in recovering phased sequence data, allowing us to use a substantial number of variable sites that were informative at both population genetic and phylogenetic levels. As a result, we now have an initial insight into the range-wide population structure of the A. tigrinum complex, the potential species lineages that it contains and a first-pass estimate of species-level phylogenetic relationships.

Parallel targeted sequencing

The costs of NGS are rapidly decreasing, further enabling the use of large-scale genomic data sets for research in molecular ecology (Ekblom & Galindo 2011; Glenn 2011; McCormack et al. 2012a). However, for most empirical biologists, questions remain regarding the optimal methods for generating population-level genomic sequence data that provide both large amounts of sequence information identifiable to an individual and maximizes the recovery of orthologous loci across individual samples. The development of barcoding/indexing strategies for most of the major sequencing platforms has efficiently dealt with the first of these needs, providing the potential for pooled and parallel sequencing of many individuals within a single sequencing run. However, meeting this second goal in the majority of organisms is still a challenge. For organisms that lack substantial genomic resources, random sequencing of exclusive portions of the genome using RNA-seq (e.g. Jeukens et al. 2010) or reduced representation (e.g. McCormack et al. 2012b) methods may be the best sequencing strategy to use. However, these sequencing strategies often yield large numbers of sequence reads (sometimes the majority) that cannot be assembled into contigs (e.g. Gompert et al. 2010). Such results may be especially problematic in organisms with large genomes, including salamanders, whose genome sizes range from 15 to 120 GB (http://www.genomesize.com/). In addition, despite the overall recovery of thousands of unique loci in these types of studies, the number of loci in which the majority of individuals or taxa are represented can often be quite small (e.g. McCormack et al. 2012b). Increased sequencing may be one way to alleviate these problems, but for most researchers with limited budgets, this may not be a practical solution.

Our approach provides a different perspective, one in which some prior genomic resources are already available to target potentially informative markers. Using PCR in conjunction with PTS, we efficiently amplified and sequenced specific loci from across the genome for all of our samples. This sequencing strategy was highly efficient at recovering our target loci and individuals, with relatively few unsorted reads generally resulting from either missing barcodes or sequences that were too short to match to reference sequences. Only a small percentage of our reads were missing barcodes, suggesting that the tagging method we employed (Meyer et al. 2008) was very efficient. Short sequence reads, which mainly affected sorting by locus, were probably the result of incomplete emPCR or pyrosequencing reactions, both of which will probably improve with continued advances in NGS technology. More importantly, our targeted PTS resulted in data sets with little missing data (on average, individuals were missing data from just 11% of their loci), which could be improved with increased sequencing depth or normalization prior to pooling. This is particularly important because it demonstrates a method that minimizes missing data for studies using large numbers of individuals or species. In contrast, reduced representation techniques, which employ restriction enzyme digests, are expected to increase in missing data as more divergent lineages are included. The primary benefit of using PCR to target and enrich specific loci for NGS was that it allowed us to sequence the same orthologous regions from each individual. As a result, our NGS sequencing efforts were focused on a limited set of loci. Furthermore, verification of successful PCR by gel electrophoresis provides a guarantee that the targeted loci are included in NGS library preparation and sequencing. This is highly desirable when very specific loci are under scrutiny across individuals (Babik et al. 2009; Galan et al. 2010).

However, using PCR for enrichment is not without its drawbacks. We observed considerable variance in coverage across individuals and loci, which probably resulted from our failure to normalize the PCR products prior to the initial pooling step. This variance may explain the absence of recovered haplotypes from some individuals at particular loci, with fragments that amplified better resulting in higher sequence coverage. We made some effort to minimize this effect (i.e. choosing loci that optimally amplified at 55 °C across our test panel), but this strategy was crude at best. Several methods are currently available to normalize PCR products. These could be used to reduce this variance; however, quantification and normalization of thousands of PCR products may be less efficient and more expensive than simply generating greater overall sequence depth.

Alternatives to standard PCR amplification for targeting specific loci are now commercially available (e.g. Rainstorm) (Ekblom & Galindo 2011). In addition, sequence capture methods using single-stranded nucleotide probes provide an alternative for enriching loci and can greatly reduce the laboratory workload prior to NGS (Mamanova et al. 2010). This latter approach has worked well in studies where probes are targeted to known gene regions within a
lineage (Nadeau et al. 2012), and recent studies suggest that it can be expanded to target large numbers of conserved elements across a divergent range of lineages, including those for which limited or no prior genomic sequence information is available (Crawford et al. 2012; Faircloth et al. 2012; Lemmon et al. 2012). These techniques show great promise as targeting or enrichment methods, but may still present some hurdles, including the initial price of commercial library and capture kits and the technical proficiency or equipment required for noncommercial approaches. Even as these hurdles are reduced, familiarity with PCR may delay some researchers from taking full advantage of these approaches. As a result, PCR will likely remain a common technique for generating sequencing templates in the near future, and our study demonstrates the feasibility of this approach even for relatively large numbers of loci. Furthermore, our bioinformatic pipeline will be applicable to a variety of approaches including enrichment or reduced representation.

Cost in terms of time and money is also a major consideration for most molecular projects. Sanger sequencing has long been the standard for several decades; however, it is not the least expensive or fastest method for very large-scale projects. We estimated that the total cost of this PTS project to be approximately $14 000 (Table S4, Supporting information), which includes the cost of all of our exploratory sequence runs. We estimated that the comparable cost using Sanger sequencing and current rates through our sequencing facility is estimated to be at least $21 000. This latter estimate is based on two sequencing reactions per amplicon and does not factor in the cost of cloning, which would be necessary to phase haplotypes using a nonalgorithmic method. Furthermore, cloning and sequencing these 8835 amplicons using Sanger sequencing would require considerably more time than the methods we present here.

Bioinformatics of PTS data

The ease with which large data sets can now be generated is often contrasted with the difficulty of processing the data in an automated fashion. The number of commercial and noncommercial programs available for quality control, assembly and analysis of NGS data is growing rapidly (reviewed in McCormack et al. 2012a; Nielsen et al. 2011). Typically, the programs designed for genotyping for population genetic and phylogeography have scored one SNP in each short sequence read (e.g. Catchen et al. 2011; Hird et al. 2011) The goal of our data collection was not only the identification of individual SNPs, but also the reconstruction of phased haplotypes to be used in gene tree and species tree reconstruction. Our bioinformatic pipeline was therefore essential for both managing our large set of raw sequence data and identifying haplotypes from loci with multiple polymorphic sites. A benefit of using NGS for generating population-level data is that sequence reads are generated from single molecules and therefore provide readily extractable phase information. Our pipeline serves as an efficient and automated tool for producing phased data sets that not only avoids the time-consuming process of manually identifying haplotypes, but also accounts for many of the potential errors in NGS sequence data.

The use of this method does have some limitations: the recovery of phased alleles for an individual was hampered when coverage across the target locus was not complete (i.e. individual reads did not include all of the SNPs in long loci). In addition, some inferred haplotypes included ambiguities and incomplete SNP phasing, because of homopolymer regions in the sequence or primary assemblies with patterns consistent with PCR-induced recombination. To improve coverage and phase all target SNPs, shorter amplicons can be targeted; however, read lengths are increasing for most next-generation platforms, and this issue will probably improve in the near future. Putative recombinant amplicons were often resolved in cases where one combination was at least three times as common as any other; however, this was only possible in high-coverage primary alignments. Most likely, problems resulting from PCR-induced recombination can be resolved by using fewer cycles during amplification (Cronn et al. 2002) or by sequencing replicate PCRs for each locus.

While automated processing of our data was essential, we also found that quality control measures were still important. It is not feasible to examine every raw sequence read; however, the examination of major steps in the bioinformatic process can improve the quality of our downstream data sets. We have included multiple output files in our pipeline to help users access both their data and the performance of the pipeline at relevant steps. We found this output to be critical, especially for the identification of SNPs in secondary alignments. MAFFT is a very effective alignment method, but errors were common enough to warrant some manual editing. Many of the errors in secondary alignments were the result of errors in primary alignments, especially in and around homopolymer regions. The primary alignment errors can often be resolved by first identifying unusual patterns in secondary alignments and then backtracking to the individual-specific primary alignment to make a manual adjustment. Furthermore, our pipeline is equipped to accommodate these subsequent changes without requiring a full re-run of the pipeline. We believe that the approach we took was conservative in that we allowed for a considerable number of ambiguities because of low coverage for some amplicons. However, once many haplotypes have been
inferred, it should be possible to use ‘known’ SNPs to help infer genotypes for new individuals.

Utility of large data sets

Perhaps the greatest significance of this project is that our PTS data allowed us to begin to approach population genetic and phylogenetic analyses with multi-locus genome-wide sequence data. A major objective of our overall project is to characterize species boundaries of the *A. tigrinum* complex and place these lineages within a phylogenetic framework, objectives that have been challenging given the very recent origin and radiation of this group (Shaffer & McKnight 1996), the lack of reproductive isolation between populations (as evidenced by the interbreeding of introduced populations; Riley et al. 2003) and signatures of mitochondrial introgression across putative species boundaries (Weisrock et al. 2006). The collection of DNA sequence data from a large set of independently evolving nuclear loci was seen as necessary for providing a comprehensive survey of geographic genetic variation across the entire range of the *A. tigrinum* species complex and placing it in a phylogenetic context.

Our observation that individuals were assigned, with high probabilities, to genetic clusters that correlated with geography and taxonomy is consistent with the results of the small number of published studies of population structure within the complex using microsatellites (Parr-Olea et al. 2011) and mtDNA (Routman 1993; Shaffer & McKnight 1996), suggesting that our nuclear sequence data are at least as informative in detecting fine-scale patterns of genetic differentiation. We did not thoroughly explore the limits of fine-scale population structure in this study, mainly due to limited geographic sampling across the complex range. It is notable, however, that further exploration of population structure within one particular cluster, *A. ordinarium*, revealed additional discrete geographic clusters (Fig. 4d) not revealed in previous phylogenetic analyses of a smaller subset of nuclear loci (Weisrock et al. 2006). We expect that these data, once expanded to include more thorough geographic sampling, will be extremely informative in identifying lineage boundaries across the *A. tigrinum* species complex. Genetic clusters identified using *STRUCTURE* have previously served as hypotheses in species delimitation studies (Shaffer & Thomson 2007; Leaché & Fujita 2010; Weisrock et al. 2010) that can be subsequently tested using multi-locus coalescent (Yang & Rannala 2010; Ence & Carstens 2011) or nonparametric (Cummings et al. 2008; O’Meara 2010) tests of lineage divergence, or coalescent-based estimates of gene flow (Hey & Nielsen 2007). A major benefit of the data set we generated is that it is amenable to analysis at both population genetic and phylogenetic levels.

Our PTS data also indicate utility at a deeper phylogenetic level; however, not all loci were equally informative. *BEAST* analyses of relatively variable loci produced replicate analyses that converged on similar posterior parameter and topology estimates (Figs 5a, b and S1, Supporting information) and produced strong posterior support for many branches within the consensus species tree. In contrast, analyses with larger numbers of loci that individually—and increasingly—contained less variation resulted in overall lower support for individual branches that were strongly supported in analyses with fewer loci (Figs 5c, d and S1, Supporting information). More importantly, replicate analyses of larger data sets produced parameter and topology estimates that did not converge on the same posterior distribution (e.g. Fig. 5d). The poor performance of these analyses with larger data sets is probably the result of increasing the number of parameters to be estimated in an analysis (e.g. more gene trees), but doing so with the addition of loci that have decreasing levels of information; for example, a number of loci have fewer than 10 parsimony-informative sites, yet their gene tree may have as many as 180 tips to be resolved. The posterior distribution of a gene tree with these properties is likely to be very broad with few branches estimated with certainty. As a result, these uncertain gene tree estimates are not likely to be informative in the resolution of the species tree, despite creating additional computational burden to the overall analysis. Future species tree methods that can accommodate loci with low levels of variation (i.e. at the level of a single SNP) would be beneficial in more fully utilizing the full scope of data sets that we have collected here. However, overall, we view these reconstruction patterns as encouraging for our data collection strategy because it provides a mechanism for collecting large amounts of sequence data that can be parsed to identify loci that are the most informative for phylogenetic reconstruction.

Conclusions

It is now possible to generate large data sets of multi-locus DNA sequences for addressing evolutionary questions in population genetics, phylogeography and phylogeny. The major challenges have been (i) how to generate data that are useful at multiple scales and (ii) how to analyse the data efficiently and effectively. The approach that we have demonstrated here efficiently provides large quantities of one of the most generally useful types of data, phased DNA sequence data from orthologous loci from multiple individuals. We have also demonstrated the utility of these data for understanding population genetic and phylogenetic relationships that could not be resolved effectively with smaller data sets. Our approach holds great promise for a variety of studies...
addressing the population and evolutionary histories of a broad range of taxa.
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